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ABSTRACT We present elastic and inelastic incoherent neutron scattering data from a series of trehalose glasses diluted with glycerol. A strong correlation with recently published protein stability data in the same series of glasses illustrates that the dynamics at $Q \approx 0.71$ Å$^{-1}$ and $\omega > 200$ MHz are important to stabilization of horseradish peroxidase and yeast alcohol dehydrogenase in these glasses. To the best of our knowledge, this is the first direct evidence that enzyme stability in a room temperature glass depends upon suppressing these short-length scale, high-frequency dynamics within the glass. We briefly discuss the coupling of protein motions to the local dynamics of the glass. Also, we show that $T_g$ alone is not a good indicator for the protein stability in this series of glasses; the glass that confers the maximum room-temperature stability does not have the highest $T_g$.

INTRODUCTION

Over a decade ago it was discovered that carbohydrate glass plays a central role in anhydrobiosis (Carpenter et al., 1987; Mouradian et al., 1984). Since then preservation of biological agents in nominally dry carbohydrate glasses has become a problem of both technological and scientific interest. Rapidly growing sectors of the pharmaceutical and tissue engineering industries rely increasingly on the ability to deliver functional proteins from a dry state. Despite the technological significance of this issue, the mechanisms by which viscous sugars impart dehydration stability are not fully understood. Rational design of bioprotective glasses for proteins will require a more detailed understanding of the underlying mechanisms of preservation.

Intrinsic characteristics of a hydrophilic glass that are important to protein stabilization appear to include its amorphous nature and retarded dynamics relative to physiological conditions. Hydrogen bonding sites of a bioprotective glass seem to provide a “substitute” for water in terms of the protein’s local environment (Allison et al., 1999; Cleland et al., 2001; Costantino et al., 1998; Tanaka et al., 1991). The intimate contact necessary for effective hydrogen bonding to occur is made possible by the amorphous character of the glass. It seems likely that spatial constraints imposed by the crystalline phase do not allow this, as is evidenced by the observation that proteins are not stabilized in the crystalline phase do not allow this, as is evidenced by the observation that proteins are not stabilized in the crystalline phase (Bell et al., 1995; Buitink et al., 2000; Duddu et al., 1997; Wang, 2000), counterexamples can be found (Buera et al., 1999; Davidson and Sun, 2001).

While there is some uncertainty as to the role that solvent dynamics plays in protein dynamics at very high viscosities, the situation is even less clear when anhydrous biopreservation is considered. In the context of a pharmaceutical lyoprotective glass (i.e., when protein stability is of central interest), dynamics-related discussions are often couched in terms of the glass transition temperature ($T_g$) of the lyoprotective host. For example, it was suggested that some sugars are better preservatives than others based on higher $T_g$ values, and insensitivity of $T_g$ to moisture (Green and Angell, 1989). Although it is often true that stability trends with $T_g$ (Bell et al., 1995; Buitink et al., 2000; Duddu et al., 1997; Wang, 2000), counterexamples can be found (Buera et al., 1999; Davidson and Sun, 2001).

Previously we demonstrated that adding small amounts of a low-$T_g$ diluent to a bioprotective glass leads to a reduced $T_g$ but substantially increased stability for model proteins sequestered in the glass (Cicerone et al., 2003). Glasses in general exhibit rich dynamics over many decades in frequency, which cannot be described by simple parameters such as $T_g$, or even viscosity. In this article we affirm that $T_g$ of the biopreservation glass alone does not predict the degree of stability that a glass can impart to a protein. Further, we show that, for the series of glasses studied here, it is the amplitude of the local, high frequency dynamics of the glass...
that correlates with the ability to impart protein stability. Specifically, we use incoherent neutron scattering to show that small amounts of diluent suppress local relaxations and “stiffen” collective vibrations that occur with timescales of a nanosecond and faster. The stiffening or suppression of these fast, local motions correlates precisely with the effectiveness of the glass at stabilizing labile proteins. This strong correlation suggests that dynamics of the protein and glass remain coupled.

MATERIALS AND METHODS

Samples

Glycerol, d8-glycerol, and α-α (d) trehalose were obtained from Sigma-Aldrich (St. Louis, MO) and used without further purification. (Certain commercial equipment and materials are identified in this article to specify adequately the experimental procedure. In no case does such identification imply recommendation by the National Institute of Standards and Technology nor does it imply the material or equipment identified is necessarily the best available for this purpose.) The neutron scattering samples were prepared by freeze drying aqueous solutions of trehalose and glycerol. The individual concentrations of trehalose and glycerol varied, but the combined concentration was maintained at a mass fraction of 0.20. Control samples were made from solutions also containing 0.100 mol/L CaCl2, 300 µg/mL Tween, and 0.050 mol/L histidine buffer, pH 6.0. These conditions are consistent with the previous enzyme activity measurements (Cicerone et al., 2003). All solutions were prepared using Milli-Q deionized water (18 MΩ cm). A typical freeze-drying protocol is provided in Table 1.

By measuring the final sample mass, we confirmed that diluent (glycerol) is not lost during the freeze-drying process. The freeze dried glasses were handled in one of two ways. In an initial set of experiments, using hydrogenated glycerol, the glasses were briefly exposed to air while loading the neutron-scattering sample cells. Moisture uptake for these samples was not quantified, but this brief exposure to ambient air was consistent with the protocol for the enzyme stability studies published previously (Cicerone et al., 2003). In subsequent experiments using d8-glycerol, the vials containing the freeze-dried glasses were backfilled with argon and sealed in the freeze drier. Those samples were stored and loaded into the hermetically sealed neutron-scattering sample cells under an argon atmosphere, without any exposure to ambient air.

Incoherent neutron scattering

The elastic incoherent neutron scattering measurements were performed at the National Institute of Standards and Technology Center for Neutron Research on the High Flux Backscattering (HFBS) spectrometer (Gehring and Neumann, 1997), located on the NG2 beam line. The HFBS spectrometer operates with an incident neutron wavelength of 6.271 Å and a 0.85 µeV full width at half-maximum energy resolution. The accessible momentum transfer (Q) range is 0.25–1.75 Å⁻¹. Here, the spectrometer operates in the fixed-window mode where the elastic scattering intensity is recorded as a function of Q while the sample is heated at 1 K/min from 40 K to above the calorimetric Tg. For organic hydrocarbons, like our samples, the scattering is dominated by hydrogen, which has an incoherent scattering cross section ≈20 times greater than carbon, oxygen, nitrogen, sulfur, or most other elements common to biological systems. The Q-dependence of the incoherent elastic scattering Iinc was analyzed in terms of the Debye-Waller factor (a harmonic oscillator model) where the hydrogen-weighted mean-square atomic displacement ⟨u²⟩ is given by

\[
I_{inc}(Q) \propto e^{-Q^2\langle u^2 \rangle}.
\] (1)

In this simple model, ln(Iinc) vs. Q² is linear with the slope proportional to ⟨u²⟩.

Fig. 1 shows the Q-dependence of the elastic scattering intensity from a pure trehalose glass at a few different temperatures. In all of our measurements, Iinc is normalized by the scattering intensity at the lowest temperature available, which is 40 K. As we are primarily interested in dynamics and therefore the incoherent scattering, this normalization helps remove small artifacts of coherent scattering (static structure) that might affect the Q variations of the data. This normalization also means that the slope of ln(Iinc) vs. Q² is zero at 40 K, i.e., ⟨u²⟩ = 0 at 40 K. We compensate this effect by fitting a straight line through the ⟨u²⟩ vs. T data between 40 K and 200 K and vertically offsetting the data so that the ⟨u²⟩ = 0 intercept of this line occurs at T = 0 K. With increased temperature there is a reduction of the elastic scattering intensities as thermal mobility is introduced to the sample. As seen in the linear fits of Fig. 1, this leads to an increase in the amplitude of the slopes, or an increase in ⟨u²⟩. It is important to realize that the 0.85 µeV resolution of the HFBS spectrometer means that only those motions faster than ≈200 MHz, or a few nanoseconds in the time domain, give rise to a increase of ⟨u²⟩; slower motions appear as static.

The Debye-Waller formalism is a harmonic approximation, which is typically an oversimplification in soft matter at ambient conditions. This is evident by the fact that a single linear function does not fit the data in Fig. 1; the dependence is almost bilinear with break in the slope near Q² = 0.5 Å⁻². Nonlinear dependencies of ln(Iinc) on Q² have been reported in both polymer systems (Frick and Fetters, 1994) and biological systems (Paciaroni et al., 2002; Settles and Doster, 1996), and there have been attempts to calculate ⟨u²⟩ using more complicated models. These models generally include both a Gaussian (harmonic) and a non-Gaussian component, with the latter being thermally activated and dominant at low Q. However, in our view one must fit the data over a very broad range of Q to reliably separate the local harmonic motions (high Q) from the long-range anharmonic contributions.

TABLE 1 Freezedrying parameters

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Duration</th>
<th>Pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40°C</td>
<td>≈1 h</td>
<td>101 kPa</td>
</tr>
<tr>
<td>-20°C</td>
<td>≈6 h</td>
<td>4.0 Pa</td>
</tr>
<tr>
<td>-8°C</td>
<td>≈3 h</td>
<td>4.0 Pa</td>
</tr>
<tr>
<td>25°C</td>
<td>≈24 h</td>
<td>4.0 Pa</td>
</tr>
</tbody>
</table>

*Final drying is probably complete before the 24 h; we have not attempted to determine the minimum time required for the final drying step.

FIGURE 1 Elastic scattering intensity scales with Q² differently in a high Q and low Q regime at 347 K (△) and 403 K (○). The reference data was obtained at 40 K (×). The sample is trehalose. Error bars represent standard uncertainties of mean ±1 SD.
The HFBS spectrometer is not well suited for this separation as it does not access a sufficiently large region of \(Q\)-space. Therefore we simplify the situation and only use the harmonic approximation for the high \(Q\) data, beyond \(Q^2 = 0.5 \, \text{Å}^{-2}\), where the motions are smaller and the harmonic approximation is most appropriate. Despite its simplicity, the harmonic oscillator approximation has proven useful in qualitatively analyzing several biological systems, as demonstrated in a recent review (Zaccaı́, 2000). The small set of lower \(Q\) data (below \(Q^2 = 0.5 \, \text{Å}^{-2}\) that we neglect contains potentially interesting information about longer-range motions in the system, but attempts are not made to interpret this data because of the limited \(Q\)-range; the significance of the fits would be marginal.

Incoherent inelastic neutron scattering measurements were also performed at the National Institute of Standards and Technology Center for Neutron Research, using the Fermi-Chopper time-of-flight spectrometer (FCS) on the NG6 beam line. Fig. 2 displays a typical inelastic neutron scattering spectrum, in this case for pure trehalose at 100 K. These measurements utilized 4.8 Å neutrons with an energy resolution of 140 \(\mu\text{eV}\) full width at half-maximum. This means that the FCS sensitivity is limited to motions faster than the HFBS spectrometer, on the order of 30 GHz (i.e., 30 ps) and faster. The FCS spectra were adjusted for the different macroscopic scattering cross sections, corrected for detector efficiency with a vanadium standard, and summed over the accessible \(Q\)-range of the instrument (approximately the same \(Q\)-range as the HFBS spectrometer), and Bose-scaled to account for trivial temperature variations in the density of states. The inset to Fig. 2 shows trehalose spectra at 100 K and 296 K; the Bose scaling results in overlap of the data at higher energies as expected.

Boson peak energies are extracted from the inelastic spectra to compare peak positions between different glasses. To this end the spectra were fitted to several components, as illustrated in Fig. 2 for the 100 K spectrum. These components include a 140 \(\mu\text{eV}\) instrumental resolution function, as is indicated by the narrow Gaussian centered at 0 meV; a broad quasielastic scattering component (QES, or \(is\) in Fig. 2, a Lorentzian lineshape) due to fast relaxations centered at 0 meV; and a broad, asymmetric boson peak (BP or \(pb\) in Fig. 2) with a distinct maximum between \(-4\) and \(-5\) meV.

At 100 K the relaxations are strongly suppressed (i.e., the QES intensities are relatively low), meaning that the QES and boson peak are well separated. In this limit, fitting the boson peak position is essentially model-independent. Boson peaks have been fit with a number of physical models and or empirical functions. Here we parameterize the lineshape with a model-independent lognormal distribution function (Malinovsky et al., 1991) as

\[
p_{\text{LN}}(x) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{(\ln|x| - \mu)^2}{2\sigma^2}\right),
\]

where \(\mu\) and \(\sigma\) are the center and width of the asymmetric distribution. These are related to the peak maximum (mode) through the relationship \(x_{\text{peak}} = \exp(\mu - \sigma^2)\); this mode is reported as the boson peak position. In addition to the instrumental-resolution function Gaussian, QES Lorentzian, and BP log-normal, a flat background is needed to fit the data. Physically, this background represents the Debye-level density of states that reaches a plateau at \(E = 0\) meV. The height of this plateau depends upon the velocity of sound, which has not been measured for these materials. In the absence of this knowledge, we assign the intensity of this background to equal the total signal intensity at \(-15\) meV in the high frequency tail of the boson peak. The inset of Fig. 2 shows that the high frequency tails of the Bose-scaled spectra coincide in this region, suggesting that this assignment is reasonable. Furthermore, it should be apparent that background assignment has no effect on fitting of the boson peak position, and relatively little effect on the peak width. The background assignments were similar from sample to sample in all the glasses studied here.

**RESULTS**

Fig. 3 displays the \(\langle \mu^2 \rangle\) values obtained by applying the Debye-Waller formalism to the elastic incoherent neutron scattering for five freeze-dried trehalose glasses diluted with d8-glycerol; the glycerol mass fractions \(\phi_{\text{glycerol}}\) range from 0 to 0.20 in increments of 0.05. These glasses were prepared from H2O, so only the nonexchangeable sites remained deuterated (i.e., each glycerol contains 3 \(-\text{OH}\) groups, not \(-\text{OD}\)). The neutron scattering studies were performed to compare with previously published protein stability studies (Cicerone et al., 2003). We emphasize that none of these glasses contain protein. The protein stability studies were performed with glass/protein mass ratios of...
>106:1. Such small amounts of protein would be undetectable by neutron scattering, and including protein at a detectable level would completely change the character of the glass. The glasses studied here also do not contain buffer or surfactant, which are common components of protein-bearing glasses. We have performed the control experiments to demonstrate that the presence of salt and surfactant at levels consistent with our previous activity studies do not have a noticeable effect on \( \langle u^2 \rangle \).

We see in Fig. 3 that \( \langle u^2 \rangle \) evolves linearly with \( T \) below 200 K for all samples, as is characteristic for a harmonic solid. Within this framework, the equipartition theorem \((kT/2)\) per degree of freedom, where \( k \) is Boltzmann’s constant) is used to calculate an effective spring constant \( k \); stiffer harmonic vibrations have a larger \( k \) or a smaller temperature dependence of \( \langle u^2 \rangle \). The inset to Fig. 3 displays \( k \)-values derived from the slope of linear fits to the \( \langle u^2 \rangle \) data in the range 40–200 K. We see that the trehalose with \( \phi_{\text{glycerol}} = 0.05 \) provides the “stiffest” glassy environment in the low temperature regime. Without applying the harmonic spring constant model this qualitatively reflects the observation that \( \langle u^2 \rangle \) is the smallest for the sample with \( \phi_{\text{glycerol}} = 0.05 \) not only in the low temperature linear regime, but also extending to nearly 350 K. The harmonic oscillator assumption implicit in the determination of \( k \) is of course not appropriate above 200 K. However, as suggested by Zaccàï (2000), it is still useful to think of reduced \( \langle u^2 \rangle \) at these higher temperatures qualitatively as an increased environmental spring constant of the soft medium.

Aside from the nonmonotonic behavior of \( k \), this series of glasses behaves more or less as expected. In Fig. 3 vertical arrows indicate the calorimetric \( T_g \) values, which monotonically shift to lower \( T \) with increasing glycerol content. Likewise, the upturn in \( \langle u^2 \rangle \), expected near \( T_g \) (Angell et al., 2000; Frick and Richter, 1995), occurs at temperatures that decrease with increasing glycerol content. The amplitude of \( \langle u^2 \rangle \) at \( T_g \) also follows a trend that might be expected, generally decreasing with decreasing \( T_g \). For example, \( \langle u^2 \rangle/T_g = T_g = 0.25 \) \( \text{Å}^2 \) for pure trehalose (\( T_g = 392 \) K) and decreases toward \( \langle u^2 \rangle/T_g = 0.11 \) \( \text{Å}^2 \) for trehalose with \( \phi_{\text{glycerol}} = 0.20 \) (\( T_g = 304 \) K). These monotonic variations \( \phi_{\text{glycerol}} \) in relation to \( T_g \) are in stark contrast with the environmental spring constant stiffening which reaches a maximum at \( \phi_{\text{glycerol}} = 0.05 \). The nonmonotonic variation in \( k \) precisely reflects the protein stability data (see below). This clearly indicates that a higher \( T_g \) alone is not sufficient for enhanced protein stability, and that suggests that local dynamics plays an important role in stabilization.

Elastic scattering experiments were also performed on trehalose glasses diluted with hydrogenated glycerol at the same \( \phi_{\text{glycerol}} \) loadings. These were the samples briefly exposed to atmosphere while being transferred to the scattering cell so that the data could be directly compared with the protein stability data (Cicerone et al., 2003). These experiments reach the same conclusion, a pronounced maximum in the suppression of \( \langle u^2 \rangle \) at \( \phi_{\text{glycerol}} = 0.05 \). The magnitude of the maximum suppression at \( \phi_{\text{glycerol}} = 0.05 \) is slightly less than seen in Fig. 3 (\( \approx 35 \) N/m vs. \( 59 \) N/m). In addition to the peak at \( \phi_{\text{glycerol}} = 0.05 \) (which showed the strongest difference between the deuterated and hydrogenated analogs), there was also a slight suppression in all the \( k \)-values for the fully hydrogenated glasses. We cannot say whether the difference is due primarily to the absorption of small amounts of atmospheric water in the hydrogenated samples, or to scattering from the nonexchangeable hydrogens of glycerol, which is masked in Fig. 3 as a result of the deuterium labeling. Consistent with the observed reduction in \( k \), the presence of moisture has been shown to soften similar glasses in the frequency window sensed by the backscattering experiments (Conrad and de Pablo, 1999).

Inelastic scattering was performed on the trehalose glasses diluted with deuterated glycerol at 100 K and 296 K, as illustrated in Fig. 2 and inset. Besides the instrumental resolution and background level, there are two primary components of interest in the spectra. The first is the QES component centered on 0 meV, which reflects relaxations or diffusive-type motions. This QES component increases with temperature, as would be expected, but we note that even at 100 K its intensity is measurable. The structural origin of this low temperature relaxation is not completely understood. The present data are insufficient for further understanding this motion because fitting of the peak heights and widths is highly convoluted at the present spectral resolution. High-resolution time-of-flight neutron scattering measurements are currently underway to remedy this problem.

The second feature of interest is the boson peak, a broad collective excitation found near \( -5 \) meV at 100 K, and at lower energies with increasing temperature (as shown in the inset to Fig. 2). The boson peak is a more-or-less ubiquitous feature for glassforming materials below \( T_g \). They originate from a collective excitation/vibration (not a relaxation like the QES) that is lower frequency than the optic modes typically seen in infrared and Raman spectroscopy, but higher in frequency than the acoustic modes. Although the exact nature of the boson peak is still uncertain, estimates indicate that somewhere between 10 atoms and 100 atoms participate in this high frequency collective mode (Buchenau et al., 1991; Yamamoto et al., 2000).

Fig. 4a shows the 100 K boson peak energies \( (E_{\text{BP}}) \) of trehalose glasses as a function of the glycerol content. The boson peak maximum in pure trehalose lies at \( (4.59 \pm 0.05) \) meV, and rises quickly for \( \phi_{\text{glycerol}} = 0.05 \). For further additions of glycerol the boson peak maximum remains constant to within the uncertainty, if not showing a slight maximum near \( \phi_{\text{glycerol}} = 0.10 \).

It is worth mentioning that the boson peak in the \( \phi_{\text{glycerol}} = 0.20 \) sample stiffened dramatically to \( (5.20 \pm 0.08) \) meV (not shown here). We are uncertain of the reason for this notable stiffening. However, we suspect that in this specific sample the glycerol and trehalose phase-separated, since
5.2 meV is nominally consistent with the boson peak of pure glycerol (Sokolov et al., 1994). We occasionally notice evidence for phase separation in samples with \( \phi_{\text{glycerol}} \geq 0.15 \), and have seen evidence for crystallization, through x-ray diffraction, in the samples with this level of glycerol loading when they were exposed to ambient moisture for \( \approx 30 \) min. This possible phase-separation did not appear to be an issue in any of the HFBS experiments or in the protein stability studies.

The trend of \( E_{\text{BP}} \) with glycerol content is qualitatively similar at room temperature (where the protein stability measurements were made) to that at 100 K, however there is an overall softening of the boson peak, or shift of \( E_{\text{BP}} \) to lower energies. We do not present the \( E_{\text{BP}} \) peak assignments here because the softening of the boson peak and the increasing of the QES slightly convolute the peak fitting. We present this higher temperature inelastic scattering data only as a ratio between the QES and BP intensity, which can be obtained in a model-independent manner.

The QES/BP intensity ratios, shown in Fig. 4b, reflect the ratio of relaxations to collective vibrations on the picosecond timescale. The BP vibrations can be thought of as attempts at relaxational motion (like diffusion) whereas the QES reflect successful attempts, so the ratio is an indicator of the efficiency with which relaxation occurs in a glass; a high ratio denoting efficient relaxation. We estimate the ratio of the relaxational (QES) to the vibrational (BP) motions of these glasses in a model-independent way by using the minimum in \( S(Q,E) \) as a dividing line between the inelastic and quasielastic components. This minimum occurs at \(-1.70 \text{ meV} \) and \(-1.85 \text{ meV} \) in the low-temperature and high-temperature data, respectively (see Fig. 2 for example). We simply integrate the total scattering on the high-energy side of the minimum, out to \(-15 \text{ meV} \), to estimate the BP intensity, and likewise integrate the total scattering between the minimum and \(-0.35 \text{ meV} \) to estimate the total QES contribution. Before determining this ratio the Debye-like background was subtracted. However, neglecting this subtraction makes no difference in the trend of the ratios shown in Fig. 4b.

Fig. 4b shows that the relaxation processes are much more efficient at higher temperatures, as expected. This figure also shows that there is a distinct minimum in the success rate for relaxation near \( \phi_{\text{glycerol}} = 0.05 \) at low temperature. Although relaxations at room temperature are equally efficient in the trehalose glass and the \( \phi_{\text{glycerol}} = 0.05 \) glass, the overall amplitude of scattering is much lower in the \( \phi_{\text{glycerol}} = 0.05 \) sample, as seen in Fig. 3. Thus, this glass exhibits less relaxation even at room temperature.

The QES/BP ratio has been shown to correlate with fragility of glassy systems (i.e., with the temperature dependence of dynamics), the stronger temperature-dependence being correlated with a larger QES/BP ratio (Sokolov et al., 1993). Fragility is typically evaluated from \( \alpha \)-relaxation data at \( T_g \). We have not measured \( \alpha \)-relaxation in these systems; however, if we assume equivalence between a relaxation time \( \tau_{\text{fast}} \) and \( 1/(\alpha^2) \) (see below), we note a weak positive correlation between increased temperature-dependence of \( \tau_{\text{fast}} \) and larger ratios of QES/PB.

**DISCUSSION**

We have shown that the addition of small amounts of glycerol can suppress the amplitude of fast (200 MHz and faster) dynamics in glassy trehalose. It is important to realize that this dynamic suppression occurs even though the diluent plasticizes the glass (reduces its \( T_g \)). There is a large body of literature that reports a plasticization of \( T_g \) with a concomitant antiplasticization of the sub-\( T_g \) dynamics in the kHz frequency range. This phenomenon has been seen in sugars (Lourdin et al., 1997; Noel et al., 1996) and synthetic polymers (Bergquist et al., 1999; Casalini et al., 2000). The dynamic signatures of this antiplasticization are qualitatively similar to the observations here, although they occur on very different timescales.

In the previous article (Cicerone et al., 2003) we showed that stability of the enzymes horseradish peroxidase (HRP) and yeast alcohol dehydrogenase (YADH) sequestered in sugar glasses could be significantly improved by adding low-\( T_g \) diluents to the glass. This effect seems to be fairly general; we demonstrated it for several disaccharides and polymeric sugars diluted with any of several diluents, including glycerol, dimethylsulfoxide, propylene glycol, ethylene glycol, or oligomeric polyethylene glycol. However, we did not observe an improvement in stability when raffinose...
(a trisaccharide) was diluted. We do not know the reason for this. Fig. 5 a shows the temperature-dependent stability lifetimes ($\tau_{\text{deact}}$) for HRP and YADH in pure trehalose glass from that work. The data were acquired by heating the enzyme-bearing glass to a specified temperature for varying lengths of time, dissolving the glass in a buffer solution, and then quantifying the residual enzyme activity. The exposure temperatures were below the $T_g$ of the sequestering glass. The deactivation time constants ($\tau_{\text{deact}}$) displayed an Arrhenius-like temperature dependence, consistent with previous reports for dynamic properties (Nozaki and Mashimo, 1987; Shamblin et al., 1999) and stability of biological systems (Mazzobre et al., 1997; Yoshioka et al., 1994) below $T_g$.

Fig. 5 b shows resulting values of $\tau_{\text{deact}}$ at 296 K for HRP and YADH in trehalose glasses with differing glycerol content. All data in Fig. 5 b are extrapolated in temperature from Arrhenius plots, except HRP at $d_{\text{glycerol}} = 0$, which was obtained directly. In both enzymes a maximum in the stability is conferred in the vicinity of $d_{\text{glycerol}} = 0.05$. This is the same glycerol content at which a minimum in $\langle u^2 \rangle$, or peak in $\kappa$, occurs in Fig. 3.

The primary finding here is that small additions of a low-$T_g$ diluent to a carbohydrate glass can suppress local, fast dynamics, and that those glassy mixtures which show suppressed local dynamics also show enhanced protein stabilization. This coincidence suggests a relationship between the preservation of the enzymes and suppression of high frequency (200 MHz and faster) local dynamics measured by the HFBS and FCS spectrometers.

It is remarkable that the enzyme deactivation lifetimes correlate with the dynamics measured by incoherent neutron scattering; the process of deactivation can occur slowly over thousands of hours, whereas the neutron scattering is sensitive to processes on the order of a nanosecond or faster, a separation of 15 decades in time. However, these are not the first correlations between the amplitude of $\langle u^2 \rangle$ and biological activity. Parak et al. (1982) illustrated that proteins undergo a dynamic transition, $T_d$ in the vicinity of 200 K, from a regime of purely harmonic to anharmonic motions. Brooks et al. (1988) suggested that these anharmonic atomic fluctuations act as the lubricant that enables conformational fluctuations on a physiological timescale, and this idea was supported by the discovery that $T_d$ coincides with the temperature for the onset of biological activity (Doster et al., 1989). In further support of this relationship, studies of bacteriorhodopsin have revealed a positive correlation between regions of biological activity in Subramaniam et al. (1993), and regions of large amplitude fluctuations, reflected in Reat et al. (1998).

Cordone et al. (1999) found that trehalose suppressed the $\langle u^2 \rangle$ in myoglobin significantly in comparison to an aqueous environment. This led them and others (Branca et al., 2001; Caliskan et al., 2003; Tsai et al., 2000; Zaccaï, 2000) to speculate that an effective lyophilization medium will suppress fast dynamics of the protein reflected in $\langle u^2 \rangle$. The data presented here strongly supports this idea. We see a marked positive correlation between improved protein preservation and suppression in $\langle u^2 \rangle$ of the preservation glass itself. The neutron scattering measurements were made in absence of protein.

**Coupling of protein and glass dynamics**

The implication that a suppression of local motions ($\langle u^2 \rangle$) of a glassy host also indicates a suppression of similar motions of a protein located in that host assumes that the fast, local dynamics of the protein and the host are coupled. Because the degree of protein coupling to solvent seems to be an open question in the literature, we briefly address this question. Kramers’ theory (Kramers, 1940), in its usual interpretation, predicts that the rate for the dynamics ($k$) should have an inverse relationship with viscosity ($k \propto \eta^{-1}$). This model is frequently the starting point for considering a coupling between solvent and solute dynamics. However, this theory was formulated in the high friction limit for a dynamically homogeneous system. These approximations may not hold in many solute-liquid systems, and they do not seem appropriate for considering solute motions in a glass. We present evidence and arguments below to the effect that, although much of the important dynamics of the protein may...
not be coupled with viscosity of the host fluid, there seems to be a firm link between the local dynamics of the protein with that of the host.

A large body of work on protein dynamics in various solvents indicates that Kramers’ theory does not always predict protein dynamics properly, i.e., the product of \( k \) and \( \eta \) is not always constant as \( \eta \) is changed. A general trend is observed in that coupling between solvent viscosity and diffusive motions within a protein become weaker at elevated viscosity, and as increasingly local or interior protein motions are considered. While large amplitude (global) protein viscosity, and as increasingly local or interior protein motions are considered. While large amplitude (global) protein motions, and particularly those involving exterior portions of the protein, appear to follow Kramers’ relation at visco-

sities above \( \approx 1 \, \text{cP} \) (Ansari et al., 1992; Hagen et al., 1995; Iben et al., 1989), diffusive motions involving smaller portions of the protein are less likely to follow Kramers’ relation at elevated viscosity, and a power-law relationship between viscosity and these dynamics emerges: \( k \propto \eta^{-n} \), with \( \nu \) in the range 0.3–1 (Beece et al., 1980; Gavish and Werber, 1979; Kleinter et al., 1998; Lavallette et al., 1988; Ng and Rosenberg, 1991; Rosenberg et al., 1989; Tian et al., 1996; Yedgar et al., 1995). Furthermore, diffusive motions that primarily involve the interior of the protein seem to follow a similar non-Kramers behavior in any viscosity regime (Beece et al., 1980; Kleinter et al., 1998). In stark contrast to this trend, fast, local atomic displacements (0.1 Å \( \leq \langle v^2 \rangle \leq 1 \, \text{Å}^2 \)) of solvent and protein track one another very well throughout the volume of the protein, even at extremely high viscosity in the glass (Lichtenegger et al., 1999; Reat et al., 2000; Vitkup et al., 2000).

While the strong coupling of local atomic displacements between solvent and protein may seem peculiar in light of the observed non-Kramers’ behavior, we suggest that these observations are quite compatible. Deviations from Kramers’ relation for exterior protein motions in mixed solvent systems have been attributed to differences of solvent composition and viscosity in the immediate vicinity of the protein compared to that of the bulk (Kleinert et al., 1998; Lavallette et al., 1999; Lichtenegger et al., 1999). Such deviations have been attributed to position-dependent, intrinsic viscosity for motions interior to the protein (Ansari et al., 1992; Gavish, 1980). We point out that a linear coupling between viscosity and kinetics would likely hold in the presence of either of these effects if the reaction rates were compared to the local viscosity rather than the bulk viscosity. Another mechanism becomes important at sufficiently high viscosity which could also lead to a breakdown of Kramers’ relation despite strong local coupling of solute and solvent dynamics. Nanoscopic domains of heterogeneous dynamics appear to become long-lived as viscosity is increased in the supercooled and glassy regime for fragile glassformers. Solvent and solute dynamics remain coupled locally, within a domain, but pronounced decoupling of solute diffusion coefficients from bulk viscosity occurs due to a difference in sampling the distribution of dynamics by diffusion and viscosity measurements (Cicerone and Ediger, 1996; Cicerone et al., 1997).

Even though the relationship \( \eta \mu k^{-1} \) may hold locally for each of the mechanisms discussed above, in none of these cases could the dependence of solute dynamics on bulk viscosity be determined without specific knowledge of how the host and solute interact dynamically. On the other hand, the primary experimental result of the present work seems to suggest that we can know something of the dynamics of the solute by measuring the solvent dynamics alone.

Another mechanism leading to a breakdown in the Kramers’ relation has been proposed by Grote and Hynes (1980), who modified Kramers’ approach by including the concept of time-dependent friction, allowing for the case that the solvent motions may not be infinitely fast compared to those of the solute. Doster used the idea of time-dependent friction, along with intrinsic protein viscosity, to make a quantitative accounting for the non-Kramers behavior of ligand-binding rates involving both interior and exterior portions of myoglobin (Doster, 1983). Time-dependent friction was also used to explain observed violations of Kramers’ relation for isomerization of small molecules (Courtney and Fleming, 1985; Flom et al., 1986; Rothenberger et al., 1983) and synthetic polymers (Glowinkowski et al., 1990; Zhu and Ediger, 1997) in single-component solvent systems of low and intermediate viscosity. It is worth noting that a power-law relation was found between viscosity and solute dynamics in the polymer systems, specifically \( k \propto \eta^{-n} \) with \( \nu \) in the range 0.3–0.95, and with \( \nu \) approached unity as the moving moiety became large.

Within the Grote-Hynes framework, the barrier-crossing rate for a particle will depend on the short-time, nonadiabatic friction experienced during the crossing when the solvent dynamics are comparable to or slower than the intrinsic solute dynamics (Grote and Hynes, 1980). Thus, at high solvent viscosity it will be particularly true that the high-frequency portion of the solvent dynamics, and not the zero-shear viscosity, will most impact the reaction rate constant \( k \). Although the Grote-Hynes approach implicitly assumes a dynamically homogeneous medium, and thus does not capture all of the important physics, the notion of a persistent relation between fast dynamics of solute and solvent is consistent with our data, with the simulations of Vitkup et al. (2000) and with recent findings of Caliskan et al. (2003) that picosecond dynamics of lysozyme and the host (glycerol or trehalose) track precisely, even though the protein dynamics clearly do not track the bulk viscosity of the solvents (Gottfried et al., 1996; Sastry and Agmon, 1997; Schlichter et al., 2001).

In Fig. 6 we show further evidence for coupling between the fast dynamics of the glassy host and reactivity of the protein. In this case the coupling is between the fast dynamics of the trehalose/glycerol glasses and the deactivation dynamics of enzymes in identical systems. In Fig. 6, top panel, we plot \( 1/\langle v^2 \rangle \) vs. 1000/T for the glasses (without
glycerol content measured by HRP lifetimes (Hlifetimes. Fourth panel shows apparent activation energies as a function of shows HRP activity lifetimes, and third panel shows YADH activity

FIGURE 6 Enzyme preservation and dynamics in plasticized trehalose glasses with \( g_{\text{glycerol}} = 0.05 \), 0.05 ( ), and 0.10 ( ). Top panel shows 1/\( \langle u^2 \rangle \), which is proportional to local dynamics (see text). Second panel shows HRP activity lifetimes, and third panel shows YADH activity lifetimes. Fourth panel shows apparent activation energies as a function of glyceral content measured by HRP lifetimes (H), YADH stability (\( \Upsilon \)), and 1/\( \langle u^2 \rangle \) (\( \Upsilon \)). Error bars represent standard uncertainties of mean ± 1 SD.

protein). Fig. 6, second and third panels, show Arrhenius plots of the stability data for HRP and YADH in these glasses. The motivation for comparing 1/\( \langle u^2 \rangle \) with Arrhenius plots of stability data comes from the expectation, based on theoretical arguments, that the timescale of local relaxations of the glass should scale exponentially with 1/\( \langle u^2 \rangle \) (Hall and Wolynes, 1987).

The similarities between the protein stability data and the neutron scattering data are striking. The processes are universally slowest for \( g_{\text{glycerol}} = 0.05 \) at low temperatures and for the undiluted trehalose at higher temperatures. Also, the dynamical processes are universally fastest for \( g_{\text{glycerol}} = 0.10 \). These similarities are further emphasized in Fig. 6, fourth panel, which compares apparent activation energies for the 1/\( \langle u^2 \rangle \) data with that of the enzyme stability data; both the 1/\( \langle u^2 \rangle \) and \( \tau_{\text{act}} \) activation energies show the same trend with increasing glycerol content. The clear correlation between the temperature dependencies of host dynamics and degradation kinetics of the protein embody the statement by Grote and Hynes (1980) that fast solute dynamics will most influence \( k \) in highly viscous fluids. By extension, this result implies a coupling between the fast dynamics of the solvent and the protein.

We note that 1/\( \langle u^2 \rangle \) scales linearly with log(\( \eta \)) for at least two glassforming systems over a tremendous viscosity range when the data are treated properly (Buchenau and Zorn, 1992; Kanaya et al., 1999). In their original correlation with viscosity, Buchenau and Zorn (1992) subtracted the \( \langle u^2 \rangle \) values of crystalline Se from the amorphous Se data to remove the hard, or crystalline-like vibrations that do not directly lead to viscous flow. Kanaya et al. (1999) applied a comparable correction. It is not certain that this relationship will be universal, even with the prescribed data treatment.

We did not make an attempt to remove the effect of hard vibrations from our data for two reasons: It is not immediately clear to us that the crystalline-like vibrations should be entirely eliminated from consideration for understanding solvent-solute coupling, and our data is influenced much less by the higher frequency crystalline-like dynamics than was that of Buchenau and Zorn, or Kanaya et al. (The HFBS spectrometer used in these studies has energy resolution of 0.85 \( \mu \)eV, as compared to 0.2 meV and 0.02 meV of the spectrometers used by Buchenau et al. and Kanaya et al., respectively.) Although we did not make an effort to subtract the scattering component due to the crystalline-like vibrations, it appears that the trends shown in Fig. 6, top panel, and thus the similarities between the different samples, would be unaffected by such a correction.

Finally, we note that we have not considered possible thermodynamic factors related to the presence of the diluent glycerol influencing protein stabilization. Miller and de Pablo (2000) showed a correlation between the effectiveness of lyoprotective glasses and heat of solution; connections between hydrogen bonding and effective stabilization have also been made (Allison et al., 1999). We cannot with certainty address whether heat of solution or protein-glass hydrogen-bonding strengths would correlate with effectiveness of stabilization for the series of glasses studied herein, as we have not performed such measurements on these glasses. Such studies would be useful as they might further elucidate the important factors in the biopreservation efficacy of these glasses.

SUMMARY

We have shown for the first time that the MHz-GHz dynamics, as probed by inelastic and elastic neutron scattering on length scales of 1 nm and smaller, are of direct importance to the preservation of proteins in a glassy host. The connection between the preservation efficacy and the high frequency, local dynamics of the glass provides valuable insight as to how the dynamics of the glass couple to the protein. The observed relationship suggests that a time-dependent friction approach is valuable in understanding the effect of solvent dynamics on protein motions.
We show that an effective preservation medium will strongly suppress the local, fast motions that appear to be precursors for protein denaturation or other deactivation pathways. From a practical perspective, these observations could serve as a basis for metrology methods that could be applied during the design of future bioprotective glasses. The use of such metrologies could significantly reduce the trial-and-error aspect of lengthy and tedious long-term stability studies.
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