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In various manufacturing applications such as steel, composites, and textile production, anomaly detection in noisy images is of special importance. Although there are several methods for image denoising and anomaly detection, most of these perform denoising and detection sequentially, which affects detection accuracy and efficiency. Additionally, the low computational speed of some of these methods is a limitation for real-time inspection. In this article, we develop a novel methodology for anomaly detection in noisy images with smooth backgrounds. The proposed method, named smooth-sparse decomposition, exploits regularized high-dimensional regression to decompose an image and separate anomalous regions by solving a large-scale optimization problem. To enable the proposed method for real-time implementation, a fast algorithm for solving the optimization model is proposed. Using simulations and a case study, we evaluate the performance of the proposed method and compare it with existing methods. Numerical results demonstrate the superiority of the proposed method in terms of the detection accuracy as well as computation time. This article has supplementary materials that includes all the technical details, proofs, MATLAB codes, and simulated images used in the article.
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1. INTRODUCTION

Image sensing systems have been widely deployed in a variety of manufacturing processes for online process monitoring and fault diagnosis. The reasons for this range from their low implementation cost and high acquisition rate of image sensors to the rich process information they provide. One of the main applications of these systems is real-time product inspection in which a snapshot of a product or part is analyzed to detect defects or anomalies. One example is in continuous casting manufacturing where molten metal is solidified into a semi-finished billet used in the subsequent rolling process. To inspect the quality of billets and detect anomalies on their surfaces, a vision sensing system is set up to take snapshots of billets at short time intervals. A sample of the surface image with a vertical curved line defect is shown in Figure 1. Considering the high speed of production, an automatic, quick, and accurate image analysis technique is crucial to an effective quality inspection and anomaly detection system.

Another example of image-based quality inspection, as shown in Figure 2, is in the photoelasticity test (Prasath, Skenes, and Danylyk 2013). The photoelasticity test is a nondestructive evaluation method used for stress and strain analysis of translucent parts or material. The output is often presented by a colormap in which regions with high-tensile stress, often associated with anomalies, are shown by warm colors. The stress maps of a silicon beam and a silicon surface laminate with surface indentation are shown in Figure 2(a) and 2(b), respectively. Although anomalous regions are clear in both samples, developing an automatic algorithm that can accurately detect and separate these regions from the image background in real time is imperative for effective process monitoring. Other applications where image-based inspection and anomaly detection have been used include the rolling process (Jin, Zhou, and Chang 2004), composite material fabrication (Sohn et al. 2004), liquid crystal display manufacturing (Jiang, Wang, and Liu 2005), fabric and textile manufacturing (Kumar 2008), and structural health monitoring (Balageas, Fritzen, and Giemes 2010), to name a few.

The high dimensionality and complex spatial structure of images coupled with measurement noises that reduce contrast between anomalies and the background pose significant challenges in developing real-time anomaly detection methods. Owing to its importance, anomaly detection in images has been extensively studied in the literature, and considerable research has been conducted to address these challenges. Most of existing image-based anomaly detection methods follow a common two-step procedure in which first, a smoothing or denoising method such as spline (De Boor 1978) or wavelet analysis (Wink and Roerdink 2004) is applied to reduce image noises, then a detection algorithm is exploited to identify anomalous regions. The major problem of the two-step approach is that the smoothing step often blurs the sharp boundaries of anomalous regions, which in turn makes the detection step challenging (Nagao and Matsuyama 1979). Qiu (2007) and Qiu and Mukherjee (2012) developed edge-preserved smoothing techniques to preserve the boundary structure applying the smoothing algorithm. Although effective methods for denoising of images with a general...
background structure, they should be followed by an anomaly detection or image segmentation algorithm to identify anomalous regions. This may increase the analysis time.

In this article, we propose an accurate and fast method for image-based anomaly detection that overcomes the drawbacks of existing two-step methods. Our method integrates smoothing and anomaly detection tasks into one step through a novel smooth-sparse decomposition (SSD) approach. SSD decomposes an image into three components: namely, the smooth image background, the sparse anomalous regions, and the random noises, as illustrated in Figure 3. In addition to anomaly detection, SSD helps retrieve an image by removing anomalies and random noises. SSD is developed based on the premise that the image background is smooth and anomalous regions are sparse or can be expressed by sparse bases. Decomposition is achieved by constructing a penalized nonparametric regression model that enforces background smoothness and anomaly sparsity through penalty terms added to the loss function. To estimate the parameters of the regression model and perform the decomposition in real-time, we propose efficient optimization algorithms.

The remainder of the article is organized as follows. Section 2 reviews existing methods for image-based anomaly in the literature. Section 3 elaborates the one-step SSD approach for anomaly detection and presents efficient optimization algorithms for the real-time implementation of SSD. In Section 4, we use simulated image data with different anomaly structures to evaluate the performance of the proposed SSD method and compare it with some existing two-step methods in terms of detection accuracy as well as computation time. In Section 5, we illustrate a case study in which we apply the proposed SSD for anomaly detection in silicon samples. We conclude the article with a short discussion and an outline of our future work in Section 6.

2. LITERATURE REVIEW

As mentioned earlier, considerable research has been conducted on anomaly detection in single image observation, most of which is based on a two-step approach comprised of denoising and detection. For the denoising step, smoothing methods such as spline regression (De Boor 1978), B-spline (Unser 1999), penalized spline (Eilers and Marx 1996), kernel smoothing (Wand and Jones 1994), and various filtering techniques (Milanfar 2013) have been widely used. To preserve the boundaries of anomalous regions while applying smoothing, Qiu (2007) and Qiu and Mukherjee (2012) developed edge-preserved smoothing techniques by assigning small weights to the observations located on either side of the boundary. In the area of detection, a considerable body of research focuses on anomaly detection in images with patterned background—for example, images taken from textured materials. Most methods in this category rely upon identifying the areas that differ from the background pattern. Examples include analysis of variance (Jiang, Wang, and Liu 2005), the filter technique (Kumar and Pang 2002), SVD decomposition (Lu and Tsai 2004), wavelet transformation (Sohn et al. 2004), Fourier transformation (Chan and Pang 2000), etc. These methods, however, are not effective when the background of an image is smooth.

Funck et al. (2003) categorized current anomaly detection methods, applicable to images with smooth backgrounds, into three categories: edged-based, thresholding-based, and region-based methods. Edge-based methods focus on locating sharp discontinuities in the image. Most traditional edge-detection methods are based on gradient estimation, that is, the estimation of first- or second-order derivatives of the image intensity function. For example, Sobel (Sobel and Feldman 1968) and Prewitt (Prewitt 1970) are the two widely used first-order derivative operators for edge detection. Laplacian operator or Laplacian of Gaussian edge detector (Marr and Hildreth 1980) is a second-order derivative operator for edge detection. However, gradient-based edge-detection methods are not robust to noise because the edge-detection mask is usually small. To overcome this problem, Qiu and Yandell (1997) proposed jump regression that uses local surface information. Jump regression enables precise
estimation of jump locations or edges on a smooth background in a noisy setting (Qiu and Yandell 1997; Qiu 2007). The output of edge-detection algorithms are often discontinuous pixels, which may not form a closed-boundary region or continuous curves. Consequently, most edge-based methods require a post-processing step such as edge linking or filling algorithm to link them for creating closed-boundary regions and fill the area inside these regions. The main problem of edge-based methods is that even after applying edge-linking algorithms, the detected edges still do not form a closed region (Funck et al. 2003). To address this, Qiu and Sun (2009) developed a curve estimation algorithm to effectively link scattered pixels with a closed curve. Qiu and Sun (2007) also developed a local nonparametric segmentation methods for spotted microarray images. Park et al. (2012) developed a multistage semi-automated procedure to extract the shape information of nanoparticles based on the boundary points from edge detectors. However, these methods are case-specific (i.e., for spotted microarray image detection and nanoparticles detection) and may not work well for other types of anomalies such as scattered or line defects. Moreover, they require information of the centroid location, which, in some cases, may be difficult to find or estimate. Computational speed is another issue because these methods often entail multiple processing steps.

Unlike edge-based methods, thresholding-based methods use the intensity difference between anomalies and the background to find closed-boundary regions directly. The thresholding algorithm can be further classified into two categories: global thresholding and local thresholding. Otsu’s method (Otsu 1975) is one of the global thresholding methods that uses a single value obtained by minimizing in-class variation to globally threshold the entire image and produce a binary map for anomalous regions. However, as pointed by Jiang and Mojon (2003), global thresholding algorithms do not perform well when large intensity variation exists in the image background. On the contrary, local thresholding methods (e.g., Bradley and Roth 2007; Sauvola and Pietikäinen 2000) divide an image into small regions and then perform the thresholding locally in each region. There are two main problems with local thresholding methods: First, in nondefective regions, local thresholding algorithms still pick a threshold value, which leads to false detection. Second, anomalous regions are often larger than the thresholding window, which leads to inconsistent thresholding of the anomalous region.

Similarly, like local thresholding methods, region-based methods give closed-boundary regions. For example, the “seeded region growing” method (Adams and Bischof 1994) starts from a small initial region (pixels) and grows it by exploring neighbor pixels and adding pixels similar to the initial ones. However, region-based algorithms often require a small set of initial anomalous pixels from which the region can be grown. Consequently, when lacking the location information of anomalies or in the case of multiple anomalous regions, this method is not practical. Extended-maxima transformation (Soille 2013) is one of the morphological filtering methods that can be used for anomaly detection. This method searches for connected pixels with a constant intensity that are distinguished from the background by an external boundary with a different intensity. However, this method does not take advantage of the smooth structure of the background and anomalies, thus may fail when the intensity contrast between anomalies and the background is small.

There is also substantial research focusing on analysis and inference on multiple images including image registration techniques (Qiu and Xing 2013), pattern learning (Wu et al. 2007), object tracking (Comaniciu, Ramesh, and Meer 2003), image monitoring (Yan, Paynabar, and Shi 2014), and classification (Epifanio 2008) to name a few. Although important, these topics are beyond the scope of this article that focuses only on anomaly detection on single images.
3. SMOOTH-SPARSE DECOMPOSITION

In this section, we present the penalized nonparametric regression model used for SSD and propose efficient algorithms for its implementation. For simplicity, we first discuss the methodology for one-dimensional (1-D) signals and then generalize it to n-D signals (n > 1). When the underlying manufacturing process is unstable, faulty parts may be produced. In this case, the measured signal is comprised of not only the functional mean and noises but also anomalies as shown in Figure 2(a) and 2(b). In this article, anomalies are defined as faults whose functional structure differ from the functional mean of the background and their magnitude is larger than that of the noise. Therefore, SSD aims to decompose the signal into a smooth functional mean, sparse anomalous regions, and random noises. SSD aims to decompose the signal into a smooth functional mean, sparse anomalous regions, and random noises. Specifically, the signal is decomposed as $y = \mu + a + e$, where $\mu$ is the smooth mean of the signal, $a$ is the vector of anomalies assumed to be sparse in a certain functional space, and $e$ is the vector of random noises. We further expand the mean and anomalies using a smooth basis (e.g., spline basis) denoted by $B$ and $B_a$, respectively. Consequently, the signal decomposition model can be rewritten as $y = B\theta + B_a\theta_a + e$, where $\theta$ and $\theta_a$ are, respectively, the basis coefficients corresponding to $\mu$ and $a$. Least square regression is used to estimate the model parameters (i.e., $\theta$ and $\theta_a$). To ensure the smoothness of the estimated mean and the sparsity of the detected anomalies, the least square loss function is augmented by a penalty term, in which $\mu$ is the smooth mean of the signal, $\gamma$ is the tuning parameter to be determined by the user.

$$
\begin{align*}
\text{argmin} & \quad \|e\|^2 + \lambda \theta^T R \theta + \gamma \|\theta_a\|_1, \\
\text{subject to} & \quad y = B\theta + B_a\theta_a + e,
\end{align*}
$$

where $\| \cdot \|$ and $\| \cdot \|_1$ are $L_2$ and $L_1$ norm operators, and $\lambda$ and $\gamma$ are tuning parameters to be determined by the user. $R$ is the roughness matrix, and can be defined as $R = D^T D$ in the 1-D case, which is related to the difference between the nearby spline coefficients, that is, $\| \Delta^d \theta \|^2 = \theta^T R \theta$, where $\Delta^d$ is the $d$th order difference operator. It is not hard to see that this penalization term can also be written as $\| \Delta^d \theta \|^2 = \theta^T R \theta$, in which $R = D^T D$, $D$ is the $d$th order difference matrix.

For example, if $k = 1$,

$$
D = \begin{bmatrix}
1 & -1 \\
\vdots & \ddots & \ddots \\
-1 & \cdots & 1
\end{bmatrix}.
$$

Therefore, the $L_2$ penalty term, $\lambda \theta^T R \theta$, regularizes the level of smoothness of the mean function, while the $L_1$ penalty term, $\gamma \|\theta_a\|_1$, encourages the sparsity of the anomalous regions. The constraint guarantees that the signal can be reconstructed using the linear combination of the estimated components. Note that if $\lambda = 0$, the SSD model boils down to LASSO (Tibshirani 1996).

3.1 Optimization Algorithms for SSD

The loss function in (1) is convex and can be solved via general convex optimization solvers like the interior point method (Nesterov, Nemirovskii, and Ye 1994). However, the interior point method is often slow for large-scale problems and hence cannot be used for real-time inspection and monitoring. In this section, we propose a set of efficient algorithms for the real-time implementation of SSD for two cases: orthogonal and general-anomaly bases (i.e., $B_a$).

3.1.1 Orthogonal Basis $B_a$. If the basis $B_a$ is orthogonal, the block coordinate descent (BCD) method is used to break down the SSD model into two simpler optimization problems. The BCD is a class of algorithms that groups domain variables into different blocks and finds a local minimum for a function by iteratively minimizing this function with respect to one block given all other blocks. By defining $\theta$ and $\theta_a$ as two variable blocks, a two-step iterative algorithm based on the BCD can be used to find the minimizer of (1). In each iteration $k$, given $\theta^{(k-1)}_a$, the SSD loss function in (1) reduces to a weighted ridge regression, which has a closed-form solution in the form of $\theta^{(k)}_a = (B^T B + \lambda R)^{-1} B^T (y - B_0 \theta^{(k-1)}_a)$. Equivalently, it can be shown that $\gamma^{(k)} = H(y - B_0(\theta^{(k-1)}_a))$, where $H = B(B^T B + \lambda R)^{-1} B^T$. In the second step of the optimization algorithm, according to Proposition 1, given $\theta^{(k)}_a$ or $\mu^{(k)}$, $\theta^{(k)}$ is updated by a simple soft-thresholding operation.

**Proposition 1.** If $B_a$ is orthogonal, in iteration $k$, the subproblem $\theta^{(k)}_a = \text{argmin}_{\theta_a} \|y - B \theta^{(k)}_a - B_0 \theta_a\|^2 + \gamma \|\theta_a\|_1$ has a closed-form solution in the form of $\theta^{(k)}_a = S_\gamma(B^T (y - \theta^{(k)}_a))$, in which $S_\gamma(x) = \text{sgn}(x)(|x| - \gamma)_+$ is the soft-thresholding operator, and $\text{sgn}(x)$ is the sign function and $x_+ = \max(x, 0)$.

The proof is given in Appendix A in the online supplementary materials.

The fact that both subproblems have closed-form solutions significantly speeds up the optimization algorithm. A summary of the BCD algorithm for the orthogonal case is given in Algorithm 1. Although the BCD algorithm, in general, may not converge to an optimum, even if the function is convex (Friedman et al. 2007), the following proposition guarantees that the BCD attains the global optimum of problem (1).

**Proposition 2.** The BCD algorithm attains the global optimum of the SSD loss function in (1).

The proof is given in Appendix B in the online supplementary materials.

**Algorithm 1:** Optimization algorithm for SSD based on BCD method for orthogonal $B_a$

```
initialize
Choose a basis for the background as $B$ and for the anomalous regions as $B_a$, $\theta^{(0)}_a = 0$, $k = 1$
end
while $\|\theta^{(k)}_a - \theta^{(k-1)}_a\|_1 > \epsilon$
do $\mu^{(k)} = B \theta^{(k)}_a$, via $\mu^{(k)} = H(y - B_0(\theta^{(k-1)}_a))$
$H = B(B^T B + \lambda R)^{-1} B^T$
Update $\theta^{(k)}_a$ by $\theta^{(k)}_a = S_\gamma(B^T (y - \mu^{(k)}))$
Update $k = k + 1$
end
```
3.1.2 General Basis $B_a$. For the general basis $B_a$, we first show that the SSD problem can be reduced to a weighted LASSO problem via Proposition 3.

**Proposition 3.** The SSD problem in (1) is equivalent to a weighted LASSO problem in the form of

$$\min_{\theta_a} F(\theta_a) = (y - B_a\theta_a)^T(1 - H)(y - B_a\theta_a) + \gamma \|\theta_a\|_1$$

with $H = B(B^TB + \lambda R)^{-1}B^T$. (2)

The proof is given in Appendix C in the online supplementary materials.

Common LASSO solvers such as least angle regression (LARS) (Efron et al. 2004) and quadratic programming (Tibshirani 1996) cannot solve the above weighted LASSO problem for high-dimensional data. For example, for an image of the size 350 by 350, that is, $p \approx 10^5$, the LARS algorithm (Efron et al. 2004) will find the entire solution path in about 60 hr, which is impractical for real-time purposes. Alternatively, we develop an efficient algorithm based on the accelerated proximal gradient method (Tseng 2008) for solving the large-scale optimization problem in (2).

The proximal gradient (PG) method is a class of optimization algorithms focusing on minimization of the summation of a group of convex functions, some of which are nondifferentiable. The function $F(\theta_a)$ in (2) is comprised of $f(\theta_a) = (y - B_a\theta_a)^T(1 - H)(y - B_a\theta_a)$, which is convex differentiable if $R$ is a positive semidefinite matrix (see Appendix D in the online supplementary materials for the proof of convexity) and $g(\theta_a) = \gamma \|\theta_a\|_1$, which is a nondifferentiable function. Another assumption of the PG algorithm is that the discontinuous part of the objective function $f(\theta_a)$ (1) is convex differentiable with the Lipschitz continuous gradient $L$, that is, there exists a constant $L$ that for every $\alpha, \beta \in \mathbb{R}, \|\nabla f(\alpha) - \nabla f(\beta)\| \leq L \|\alpha - \beta\|$, where $\nabla f(\cdot)$ is the gradient function. As shown in Appendix E in the online supplementary materials, $f(\theta_a)$ is Lipschitz continuous gradient with $L = 2\|B_a\|_2^2$. Provided the above assumptions, the PG method optimizes $F(\theta_a)$ through an iterative algorithm given by $\theta^{(k+1)}_a = \min_{\theta_a} \{f(\theta^{(k)}_a) + \|\theta_a - \theta^{(k-1)}_a\|_2 + \frac{1}{2}\|\theta_a - \theta^{(k-1)}_a\|_2^2 + \gamma \|\theta_a\|_1\}$, where super-indices ($k$) and ($k-1$) denote iteration numbers and (,·) is the inner product operator. For more details on proximal gradient method, readers can refer to Parikh and Boyd (2013).

Through the following proposition, we show that in each iteration PG results in a closed-form solution for the SSD problem in the form of a soft-thresholding function.

**Proposition 4.** The proximal gradient method for the SSD problem in (1), given by $\theta^{(k+1)}_a = \min_{\theta_a} \{f(\theta^{(k-1)}_a) + \|\theta_a - \theta^{(k-1)}_a\|_2 + \frac{1}{2}\|\theta_a - \theta^{(k-1)}_a\|_2^2 + \gamma \|\theta_a\|_1\}$, has a closed-form solution in each iteration $k$, in the form of a soft-thresholding function as follows:

$$\theta_a^{(k)} = S_{\frac{L}{2}} \left(\theta_a^{(k-1)} + \frac{2}{L} B_a^T (y - B_a\theta_a^{(k-1)} - \mu^{(k)})\right)$$

with $L = 2\|B_a\|_2^2$. (3)

The proof is given in Appendix F in the online supplementary materials.

### Algorithm 2: Optimization algorithm for solving SSD based on APG

**initialize**

$L = 2\|B_a\|_2^2$, $\theta_a^{(0)} = 0$, $x^{(0)} = 0$, $t_0 = 1$, $k = 1$

**while** $\|\theta_a^{(k)} - \theta_a^{(k-1)}\| > \epsilon$

Let $\mu^{(k)} = H(y - B_a\theta_a^{(k-1)})$

Update $\theta_a^{(k)} = S_{\frac{L}{2}} (x^{(k-1)} + \frac{2}{L} B_a^T (y - B_a x^{(k-1)} - \mu^{(k)}))$

Update $t_k = \frac{1 + \sqrt{1 + 4t_{k-1}^2}}{2}$

Update $x^{(k)} = \theta_a^{(k-1)} + \frac{1}{t_k} (\theta_a^{(k-1)} - \theta_a^{(k-2)})$

Update $k = k + 1$

**end**

The soft-thresholding solution provided by PG can significantly expedite the SSD implementation and anomaly detection. Suppose $B_a$ is of size $n \times k_a$, and $B$ is of size $n \times k$. The most computationally expensive operator in the soft-thresholding solution is $\theta_a^{(k-1)} + \frac{2}{L} B_a^T (y - B_a \theta_a^{(k-1)} - \mu^{(k)})$. So, the total computational complexity in each iteration is around $k^3 + 6n^2 k \mu$, which is quadratic in $n$.

To increase the convergence speed of the proximal gradient method, Nesterov (1983) showed that with the adjustment of the step size, it is possible to achieve the quadratic convergence rate $O(\frac{1}{k^2})$. With this adjustment, the proposed optimization algorithm for solving SSD based on the accelerated proximal gradient (APG) algorithm is summarized in Algorithm 2.

It is worth noting that if $B_a$ is orthogonal ($B_a^T B_a = I$), the PG algorithm is reduced to the BCD algorithm discussed in Section 3.1.1.

### 3.2 Generalization to 2-D Image Case

In the previous section, we discussed SSD for 1-D cases and presented efficient algorithms for performing SSD. In this section, we extend our formulation and algorithms to two-dimensional (2-D) images. Suppose a 2-D image $Y_{n \times n}$ is available. We define $B_i$ and $B_{a,i}$: $i = 1, 2$ as the basis for the background and anomalous regions, respectively, where $i (i = 1, 2)$ denotes the basis in the $x$ and $y$ direction of the image. Therefore, the tensor product of these 1-D bases (i.e., $B = B_1 \otimes B_2$) can give the proper 2-D basis for the background as well as anomalous regions. Consequently, the SSD problem for the 2-D case can be written as

$$\arg \min_{\theta_a, \theta_b} \|\tilde{e}\|^2 + \lambda \theta^T R \theta + \gamma \|\theta_a\|_1,$$

where $\theta_a, \theta_b \in \mathbb{R}^n$, and $\tilde{e} = \text{vec}(\tilde{Y})$, and $\text{vec}(\cdot)$ is the tensor product, and $\text{vec}(\cdot)$ is an operator that unfolds a matrix to a column vector. Note that the size of the resulting basis is defined by the size of their individual bases—for example, if the size of matrix $B_i$ is $n_i \times k_{i \mu}$, in which $k_{i \mu}$ is the number of basis in the $i$th direction, then the size of $B$ is $n_1 n_2 \times k_{i \mu} k_{j \mu}$. Similarly, assume that $B_{a,i}$ is of size $n_i \times k_a$, then $B$ is an $n_1 n_2 \times k_{a,i} k_a$ matrix.

To solve the SSD problem in (4), we can still use algorithms presented in 1-D cases. However, since both APG and BCD...
algorithms require matrix inversion operations to compute the projection matrix $H = B^T (B^T B + \lambda R)^{-1} B$, and the computational complexity of the matrix inversion is nonlinearly proportional to the size of $(B^T B + \lambda R)$, that is, $O((k_\mu, k_{\mu 2})^3)$, the complexity of the APG or BCD algorithm is given by a sixth-order polynomial of $(n_1, n_2, k_\mu, k_{\mu 2}, k_\lambda, k_{\lambda 2})$ with the leading term $(k_\mu^3 k_{\mu 2}^3 + 6n_2^2 k_\mu^2 k_{\mu 2})$. Consequently, this becomes computationally intractable as the size of the image increases. To reduce the computational complexity, we define matrix $R$ in such a way that matrix $H$ can be computed by a tensor product of two low-dimensional matrices. Following Xiao, Li, and Ruppert (2013), we define matrix $R$ as $R = B_2^T B_2 \otimes D_1^T D_1 + D_2^T D_2 \otimes B_3^T B_3 + \lambda D_3^T D_3 \otimes D_3^T D_3$, which results in a decomposable projection matrix, that is, $H = H_2 \otimes H_1$, where $H_i = B_i(B_i^T B_i + \lambda D_i^T D_i)^{-1} B_i^T$, with the dimensions of $k_i; i = 1, 2, D_i$ is the first-order difference matrix in $i$th dimension. This trick makes the algorithm very efficient for 2-D images, as it requires the inversion of matrices with lower dimensions, that is, $B_i^T B_i + \lambda D_i^T D_i$. Hence, the computational complexity of the matrix inversion operation is reduced from $O((k_\mu, k_{\mu 2})^3)$ to $O(k_{\mu 2}^3 + k_\mu^3)$. Since $(\mathcal{P} \otimes Q)\theta = \text{vec}(P \Theta Q)$ with $\Theta$ as the matrix form of $\theta$, updating steps in Algorithms 1 and 2 can be shown in the matrix form as $\mu^{(k)} = H_2(B_2a^{(k-1)} - Y)H_2, \Theta_{a}^{(k)} = S_2((B_2^T(Y - \mu^{(k)}))$ for BCD, and $\Theta_a^{(k)} = S_2((X^{(k-1)} + \frac{1}{T} B_3^T (Y - B_3a^{(k-1)} - \mu^{(k)}))B_3a^{(k-2)})$ for APG. The total computational complexity is computed by a third-order polynomial of $(n_1, n_2, k_\mu, k_{\mu 2}, k_\lambda, k_{\lambda 2})$, with the leading term $(k_\mu^3 k_{\mu 2}^3 + 6n_2^2 k_\mu^2 k_{\mu 2} + 2(n_1 + n_2) k_\mu^2 k_{\mu 2} + 2n_1 n_2 (n_1 + n_2) + 2n_1 n_2 (k_\mu + k_{\mu 2}))$, which is computationally more efficient.

3.3 Choice of Tuning Parameters $\lambda$ and $\gamma$

In the SSD model, two tuning parameters, $\lambda$ and $\gamma$, are used to control the smoothness of the background $\mu$ and the sparsity of anomalous regions $\hat{a}$, respectively. A common approach for choosing these tuning parameters is to use the $k$-fold cross-validation method on a 2-D grid of parameters $(\lambda, \gamma)$ and find the pair of parameters that minimizes the mean squared error. However, this approach requires solving the SSD problem for each pair of $(\lambda, \gamma)$ on the grid, which may not be feasible. Alternatively, we propose an iterative approach that updates the tuning parameters in each iteration of the APG and BCD algorithms without exploring all pairs of $(\lambda, \gamma)$.

We begin with some initial values for the tuning parameters. In the $k$th iteration, along with $\Theta^{(k)}$, $\lambda$ is also updated based on the general cross-validation (GCV) criterion as follows: $\lambda^{(k)} = \arg \min_{\lambda} \text{GCV} (\lambda) = \min_{\lambda} \frac{\sum_{i=1}^{n} ((Y - H_{1}(\lambda)(Y - A^{(k-1)}H_{2}(\lambda) - A^{(k-1)})))^2}{n} \text{Eilers and Marx (1996)},$ where $\Theta^{(k)} = B_3a^{(k-1)} B_2^T . As H(\lambda) that involves matrix inversion should be computed for different values of $\lambda$ in each iteration, we use a series of transformations and operations inspired by Ruppert (2002) to increase the computational speed. We first, calculate the Cholesky decomposition of $B_2^T B_2$ with the square matrix $Z_i$. Then, using the eigenvalue decomposition, we calculate the eigenvalues and eigenvectors of matrix $Z_i^{-1} D_i^T D_i (Z_i^{-1})^T$. That is, $U_i \text{diag}(\sigma_i^2) U_i^T = Z_i^{-1} D_i^T D_i (Z_i^{-1})^T$. Next, the calculated eigenvectors are used to define matrix $V_i = B_i(Z_i^{-1})^T U_i$, which is calculated prior to optimization. Therefore, in each iteration, $H_{i}(\lambda)$ can be computed by $H_{i}(\lambda) = V_i^T \text{diag}(\frac{1}{1+\gamma_{i-1}} V_i)$, with the lead- ing term $(k_{\mu 2}^3 + 6n_2^2 k_{\mu 2} + 2(n_1 + n_2) k_{\mu 2} + 2n_1 n_2 (n_1 + n_2) + 2n_1 n_2 (k_{\mu 2} + k_{\mu 2}))$, which is computationally more efficient. The detailed derivation is shown in Appendix G in the online supplementary materials.

To select the tuning parameter $\gamma^{(k)}$ in the $k$th iteration, the GCV criterion can still be used. However, GCV usually tends to select more pixels, leading to a larger false positive rate. This is because GCV is a function of the residual sum of square (RSS) in the following way: $\text{GCV} = \frac{\sum_{i=1}^{n} (p(\gamma))}{(1-n^{-1} \ln(n))}$. However, in the case of anomaly detection, the goal is to precisely identify the anomalous regions rather than to achieve a smaller RSS. Therefore, we use the Otsu’s method (Otsu 1975) for finding $\gamma^{(k)}$. Otsu shows that minimizing the intra-class variance $\sigma_2^2(t) = \omega_1(t) \sigma_1^2(t) + \omega_2(t) \sigma_2^2(t)$ is the same as maximizing interclass variance $\sigma_1^2(t) = \sigma^2 - \sigma_2^2(t)$, where $\omega_1(t)$ and $\omega_2(t)$ are the probabilities of the two classes separated by a threshold $t$ and $\sigma_1^2$ are the variances of these classes. In our case, classes are defined as the background and the anomalous regions. Both $\omega_1(t)$ and $\mu_i(t)$ can easily be computed from the histogram $p(j)$ by $\omega_1(t) = \sum_{j=0}^{t} p(j)$, $\omega_2(t) = 1 - \omega_1(t)$, $\mu_i(t) = \frac{\sum_{j=0}^{t} p(j)x(j)}{\omega_i(t)}$, and $\mu_2(t) = \frac{\sum_{j=0}^{n} p(j)x(j)}{\omega_2(t)}$. For simplicity, we use otsu($y$) to represent the function that returns $\gamma^{(k)}$ by applying Otsu’s method on $y$. For detailed information on Otsu’s method, see Otsu (1975).

The detailed optimization algorithm with parameter selection is shown in Algorithm 3.

---

Algorithm 3: Optimization algorithm for solving SSD based on APG and BCD with tuning parameter selection

```
initialize
Choose the basis for background as $B_1, B_2$ and anomalies as $B_{a, 1}, B_{a, 2}$, respectively.
$Z_i Z_i^T = B_i^T B_i, U_i \text{diag}(\sigma_i^2) U_i^T = Z_i^{-1} D_i^T D_i (Z_i^{-1})^T, V_i = B_i(Z_i^{-1})^T U_i, i = 1, 2, H_i(\gamma) = V_i^T (I + \lambda \text{diag}(\sigma_i^2))^{-1} V_i, i = 1, 2$ is a function of $\lambda$.
$L = 2 \parallel B_{a, 1} \parallel^2_2 \parallel B_{a, 2} \parallel^2_2, \Theta^{(0)} = 0, X^{(0)} = 0, t_1 = 1, k = 1$

while $\parallel \Theta^{(k-1)} - \Theta^{(k)} \parallel > \epsilon$ do

Select $\gamma^{(k)} = \arg \min_{\gamma} \text{GCV} (\gamma) = \text{arg \min}_{\gamma} \frac{\sum_{i=1}^{n} ((Y - H_{1}(\gamma)(Y - A^{(k-1)}H_{2}(\gamma) - A^{(k-1)})))^2}{n}$

$H_{i}(\gamma) = H_{i}(\lambda^{(k)}), i = 1, 2$

$A^{(k)} = B_{a, 1} X^{(k-1)} B_2^T + M^{(k)} = H_{1}(\gamma)(Y - A^{(k-1)})H_{2}^{(k)}$

$\Theta_{\gamma}^{(k)} = X^{(k-1)} + \frac{1}{T} B_3^T (Y - M^{(k)} - A^{(k)}) B_3 a^{(k-2)}$ (In BCD algorithm, for orthogonal $B_{a, i}, i = 1, 2, $)

$\Theta_{\gamma}^{(k)} = S_2(\Theta_{\gamma}^{(k)})$

$\theta_{\gamma}^{(k)} = \text{otsu}(\Theta_{\gamma}^{(k)}) L$

Update $t_k = \frac{1 + \sqrt{1 + 4t_{k-1}}}{2}$

Update $X^{(k)} = \Theta^{(k-1)} + \frac{t_k - 1}{t_k} (\Theta^{(k-1)} - \Theta^{(k-2)})$

Update $k = k + 1$

end
```

---
3.4 Choice of Basis for Background and Anomalous Regions

Another important factor in the implementation of SSD is the type of basis chosen for the background and anomalous regions. In this section, we provide some general guidelines for basis selection. As it is assumed that the background is smooth, any smooth basis, such as splines or kernels, can be used for the background. If a spline basis is used, the number of knots is another parameter that should be chosen. As pointed out by Ruppert (2002), as long as the number of knots is sufficiently large to capture the variation of the background, a further increase in knots will have little effect due to the regulation of smoothness via $\lambda$. Ruppert (2002) proposed using the GCV criterion to select the right number of knots. A similar approach can be used to select the number of knots for the background, assuming that anomalies are only a small part of the entire image.

Selecting the basis to better represent anomalous regions is a more challenging task, and prior information about the size and shape of anomalies would be useful for choosing a suitable basis. For example, if anomalies are small regions scattered over the background or are in the form of thin lines, then it is recommended to use an identity basis, that is, $B_d = I$. However, if the anomalies form clustered regions, a spline basis can be a better choice. For example, if anomalous regions have sharp corners (e.g., a rectangular shape), a 0-order or linear B-splines will suffice. For regions with curved boundaries, cubic or quadratic cubic B-spline bases are recommended. Prior information about the size of anomalies, if available, could help in the selection of the right number of knots for a spline basis. In general, a smaller number of knots may result in the loss of detection accuracy, and a larger number of knots will lead to the selection of normal regions with large noises.

4. SIMULATION STUDY

In this section, the performance of the proposed SSD method is evaluated through simulations under different conditions. Specifically, we consider three different types of anomalies: the scattered type, in which anomalies are some random pixels in the image; the line type, in which anomalies are represented by several thin lines; and the clustered type, in which the clusters of anomalies are spread over the image. A sample of these generated images with different types of anomalies is shown in Figure 5. We simulate a $350 \times 350$ image $Y$ according to the following model $Y = M + A + E$, in which $M$ is the true background, $A$ represents anomalous regions, and $E$ is the random noise. The smooth background $M$ (see Figure 4(b)) is obtained from the photoelasticity experiments from the center part of the theoretical stress diagram of a loaded circle where the load is applied to its top and bottom points (see Figure 4(a)). The anomalies are generated by $A = \delta \cdot I(a \in A)$, in which $A$ is the set of anomalous pixels, and $\delta$ characterizes the intensity difference between anomalies and the background, which is set to be 0.3. For the scattered case, $A$ is defined based on randomly generated $5 \times 5$ squares. For the line case, a set of line-shaped systematic anomalies caused by numerical errors in photo-elasticity experiments is used. For the clustered case, anomalies are randomly generated clusters comprising about 341 pixels. We generate the random noise $E$ by $E \sim \text{NID}(0, \sigma^2)$ with $\sigma = 0.05$.

We compare our proposed SSD method with four existing methods in the literature that follow the two-step approaches described in the Introduction. The benchmark algorithms that we used for comparison include Sobel edge detection (Sobel and Feldman 1968), jump regression with local polynomial kernel regression (Sun and Qiu 2007), the Otsu global thresholding method (Otsu 1975), and the Nick local thresholding method (Kharshid et al. 2009). As per reviewer’s suggestion, we also compare our method with the extended-maxima transformation method. The comparison results are reported in the online supplementary materials. For Sobel edge detection, Otsu global thresholding method, and Nick local thresholding method, a smoothing Garcia (2010) is first applied as preprocessing step to remove the noises. For the edge-based methods, namely, the Sobel edge detection and jump regression model, edge-thinning algorithm, edge-linking algorithms, and filling algorithms (Soille 2013) are applied to close the boundary and fill the area inside the boundary.

For the proposed SSD method, we use the identity matrix, cubic B-spline basis with $175 \times 175$ knots, and cubic B-spline basis with $85 \times 85$ knots in the case of line anomalies, scattered anomalies, and clustered anomalies for anomaly basis $B_d$, respectively. The cubic B-spline basis $B$ with $7 \times 7$ knots is chosen for the background. The proposed methodology is applied for different anomaly cases and the estimated background and anomaly are shown in Figure 6. The tuning parameters $\lambda$ and $\gamma$ are selected automatically based on the GCV criterion and Otsu’s method as discussed in Section 3.3.

To evaluate the performance of the proposed methodology and benchmark methods, we repeat the simulation procedure 100 times and the following criteria are calculated and compared: false positive rate (FPR), defined as the proportion of normal pixels predicted as anomaly; false negative rate (FNR), defined as the proportion of anomalous pixels predicted as normal; background recovery square root mean square error ($e_{\mu}$), defined as the square root of mean square error of the background estimator $\hat{\mu}$: $e_{\mu} = \sqrt{\|\mu - \hat{\mu}\|^2}$; anomalies recovery square root mean square error ($e_{a}$), defined as the square root of mean square error of the anomalies estimator $\hat{a}$: $e_{a} = \sqrt{\|a - \hat{a}\|^2}$; and the computation time. The FPR, FNR, and computation time of all methods for all scenarios are reported in Table 1. Since other benchmark method cannot give the estimation of the background and anomalies, only $e_{\mu}$ and $e_{a}$ of the proposed SSD is reported in Table 2. Detected regions along with true anomalies for one of the simulation replications with $\delta = 0.3$ is shown in the binary plots in Figure 7.

From Figure 7 and Table 1, it can be seen that in terms of the FPR and FNR, our SSD method overall exhibits a better performance than other benchmark methods. For example, in the line case, the FPR and FNR of SSD are 0.001 and 0.003, respectively, which are the least among all methods. The edge-detection method has a lower FPR than SSD in the scattered case and scattered case. However, it shows an FNR of 0.754 in the case of clustered anomalies, which is much larger than that of SSD, 0.001. The reason for such a high FNR is that the edge-based method only detects the boundaries and often fails to give closed-boundary regions even with edge linking and filling.
ANOMALY DETECTION IN IMAGES WITH SMOOTH BACKGROUND

Figure 4. Simulated background from principal stress direction of a loaded circle.

Figure 5. The simulated image of scattered and clustered anomalies.

Figure 6. SSD decomposition results for scattered, line, and clustered anomalies.

Table 1. FPR, FNR, and computation time for line anomalies, clustered anomalies, and scattered anomalies with $\delta = 0.3$

<table>
<thead>
<tr>
<th></th>
<th>Line anomalies</th>
<th>Clustered anomalies</th>
<th>Scattered anomalies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FPR</td>
<td>FNR</td>
<td>Time (sec)</td>
</tr>
<tr>
<td>SS decomposition</td>
<td>0.001</td>
<td>0.003</td>
<td>0.129</td>
</tr>
<tr>
<td>Edge detection</td>
<td>0.015</td>
<td>0.783</td>
<td>0.945</td>
</tr>
<tr>
<td>Jump regression</td>
<td>0.035</td>
<td>0.111</td>
<td>38.43</td>
</tr>
<tr>
<td>Local thresholding</td>
<td>0.054</td>
<td>0.063</td>
<td>0.043</td>
</tr>
<tr>
<td>Global thresholding</td>
<td>0.195</td>
<td>0.456</td>
<td>0.046</td>
</tr>
</tbody>
</table>

Table 2. The square root of mean square error of background and anomalies estimator with $\delta = 0.3$

<table>
<thead>
<tr>
<th></th>
<th>Line anomalies</th>
<th>Clustered anomalies</th>
<th>Scattered anomalies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\epsilon_\mu$</td>
<td>$\epsilon_\delta$</td>
<td>$\epsilon_\mu$</td>
</tr>
<tr>
<td>SS decomposition</td>
<td>$3.7e - 4$</td>
<td>$6e - 4$</td>
<td>$3.6e - 4$</td>
</tr>
</tbody>
</table>
Figure 7. Detected anomalies for scattered, line, and clustered cases.

algorithm applied. Therefore, the inner sections of anomalous regions are not detected as seen in Figure 7(b) and 7(c). Jump regression, on the other hand, can detect the edge more precisely by the local kernel polynomial regression, and thus reduce the FNR dramatically. Global thresholding has the worst performance with FPR and FNR values around 0.20 and 0.50 in all cases. The poor performance of this method is because it can only identify the anomalies globally with one single thresholding value. In contrast, local thresholding has better FPR and FNR values than global thresholding techniques, since it identifies the anomalous regions directly by thresholding the image locally. However, this method is sensitive to noises, and hence falsely detect more anomalies in normal regions than the SSD method. For example, in the clustered case, the FPR of the local thresholding method is 0.289, which is almost 300 times larger than that of SSD, 0.001. In terms of computation time, local and global thresholding methods as well as SSD have comparable computational times. The edge detection is slow because it entails post-processing steps. Jump regression has the highest computation time as it requires fitting local polynomial kernel regression models for each pixel.

To study the sensitivity of these algorithms, we also run a similar simulation setting for different anomaly magnitudes $\delta$. FPR and FNR values of all methods for all cases are reported in Figures 8–10. In terms of FNR, one can see that as $\delta$ increases, the FNR of the SSD methods converges to 0 much faster than the rest. In addition, local thresholding and jump regression have much smaller FNR value than other benchmark methods. This indicates that if the intensity contrast between anomalous regions and the background is large, both of these methods will accurately detect all the regions. Jump regression has smaller performance (smaller FNR) especially in the clustered case indicating that it identifies the jump location precisely between the clustered defect and the background. However, in the case of line defect, due to the difficulty to close the boundary, it has larger FNR rate than local thresholding. Both global thresholding and Sobel edge detection have very large FNR rate even when $\delta$ is large. In terms of FPR, both local thresholding and jump regression have larger FPR than SSD methods implying that it selects some noisy pixels as anomaly. Global thresholding has much larger FPR. Sobel edge detection sometimes has a very small FPR at the cost of a very large FNR. Furthermore, the comparison of the FNR and FPR plots for different methods indicates that our comparative observations in the previous simulation with $\delta = 0.3$ is valid for other $\delta$ values. In short, considering the reported error rates and computation time, the

Figure 8. Sensitivity study for line anomaly.
proposed SSD method overall outperforms other benchmark methods.

5. CASE STUDY

In this section, the proposed SSD method is applied to a case study of anomaly detection and feature extraction in the area of photo-elasticity, a nondestructive evaluation method. Photo-elasticity is a noncontact optical technique developed based on the birefringence property exhibited by translucent materials. This method can acquire maximum shear stress (isochromatics) and principal stress direction (isoclinics) by recording the transmitted light through translucent materials. Unlike point-by-point techniques such as X-ray diffraction, ultrasonic test, and micro-Raman spectroscopy, photo-elasticity is able to obtain the full-field stress quantification directly from the digital camera, making it popular in the stress analysis of various manufacturing products, such as silicon wafers and translucent composite laminates.

The setup of photo-elasticity experiments used in this article is shown in Figure 11. In this setup, a near infra-red light source of wavelength 1150 nm and a digital camera equipped with a low-pass filter was used to record necessary images. Two
polarizers are placed on both sides of the specimen, one between the source and the specimen and the other between the specimen and the analyzer. Four images are taken based on the different angles of the two polarizers. Two quarter plates are then added to both sides of the specimen between the specimen and the polarizers. After that, six images are taken by changing the angles of two polarizers and quarter-wave plates. Finally, using Maxwell’s stress optic law, the maximum shear stress is obtained from these 10 images to quantify the stress distribution in the specimen (Prasath, Skenes, and Danyluk 2013).

A multicrystalline bending silicon beam and a silicon surface laminate with surface indentation (Skenes, Prasath, and Danyluk 2013) were inspected using the photo-elasticity experiments as described above. The stress maps of these samples are shown in Figure 2(a) and 2(b). In the silicon beam, we are interested in extracting the “grain boundaries.” Grain boundaries used in crystallography represent the interface between two crystallines, which is often in the form of swerving lines. In the silicon surface sample, high-stress areas indicate the surface indentation important to be detected in quality inspection. These indentations often form clusters of high-stress areas. A summary of the sample specifications is given in Table 3.

We applied the proposed SSD method and other benchmarks on these stress maps to separate the anomalous regions (i.e., grain boundaries and indentations) from the background of stress maps. In SSD, we used an identity basis for detecting grain boundaries and a cubic B-spline basis with $24 \times 139$ knots for detecting the indentations. We also used a cubic B-spline basis with knots $21 \times 21$ and $11 \times 51$ for the backgrounds of these two samples, respectively. Detected regions from each sample are shown in Figure 12(a) and 12(b). As can be seen in Figure 12(a), the SSD algorithm gives a clearer representation of the grain boundaries than other benchmarks. The edge-detection method is sensitive to noise and hence misses a significant portion of the grain boundaries. Global thresholding performs poorly for Sample 1, since the range of the background intensity in this sample is large. Detected boundaries by local thresholding and jump regression resemble those by SSD. From Figure 12(b), it can be seen that the SSD algorithm can identify all three indentation clusters with no false detection. As the background has a smaller intensity range, the detection performance of global thresholding is better than its performance in Sample 1. However, it still fails to detect the small indentation region because it thresholds the entire image with a single thresholding value without considering the local smoothness. Local-thresholding and edge-detection methods are sensitive to noise, which leads to larger detection errors. Although jump regression can detect all three indentations, its FPR is high. The computation times for each of these methods are also reported in Table 4. Threshold-based methods and SSD have comparable

<table>
<thead>
<tr>
<th>Sample</th>
<th>Description</th>
<th>Image size</th>
<th>Defect</th>
<th>Defect type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 1</td>
<td>Multicrystalline silicon</td>
<td>200 by 2910</td>
<td>Grain boundaries</td>
<td>Line</td>
</tr>
<tr>
<td>Sample 2</td>
<td>Silicon surface</td>
<td>90 by 550</td>
<td>Surface indentation</td>
<td>Clustered</td>
</tr>
</tbody>
</table>

Table 3. Case study sample description

<table>
<thead>
<tr>
<th>Sample</th>
<th>SSD</th>
<th>Edge detection</th>
<th>Local thresholding</th>
<th>Global thresholding</th>
<th>Jump regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 1</td>
<td>0.350 sec</td>
<td>6.44 sec</td>
<td>0.320 sec</td>
<td>0.270 sec</td>
<td>534.05 sec</td>
</tr>
<tr>
<td>Sample 2</td>
<td>0.034 sec</td>
<td>0.543 sec</td>
<td>0.030 sec</td>
<td>0.020 sec</td>
<td>50.069 sec</td>
</tr>
</tbody>
</table>

Table 4. Computational time for all methods

(a) Detected anomalies in Sample 1

(b) Detected anomalies in Sample 2

Figure 12. Detection results of Samples 1 and 2 for all methods.
computation times, whereas edge detection and jump regression are significantly slower. For example, the computation time of SSD in Sample 2 is around 0.034 sec, 16 times faster than the edge-detection method. The difference in the computation times between Samples 1 and 2 is because of the image size.

6. CONCLUSION

Image data are increasingly used for online inspection and anomaly detection in various manufacturing and service applications. In this article, we proposed SSD for image denoising and anomaly detection. Unlike existing methods, which perform denoising and detection separately, SSD is a one-step approach that is able to model and separate the background, anomalies, and defect. This method improves both the detection accuracy and computation time under the smooth background with various defect types. We formulated the SSD problem in the form of high-dimensional regression augmented with penalty terms to encourage both smoothness of background and sparsity of anomalies in a certain basis. To efficiently solve the large-scale optimization problem for SSD, we used BCD and APG methods and proposed efficient iterative algorithms that have closed-form solutions in each iteration. We also proposed an iterative method for the quick selection of tuning parameters. Using simulations, the performance of proposed SSD was evaluated and compared with some existing methods in terms of detection accuracy and computation time for three types of anomalies. Based on simulation results, we concluded that, overall, the proposed SSD algorithm outperforms other benchmarks. We further showed that the error rate of the proposed SSD algorithm converges to 0 as the anomaly intensity increases. Other benchmarks did not show this property. Additionally, to demonstrate how the proposed method can be applied to real data, we analyzed the stress maps obtained from the photo-elasticity experiments by using SSD. In the case study, we used the stress images of a silicon beam and surface sample that possessed different types of anomalies. We showed that the SSD algorithm can identify anomalous regions precisely in both samples.

The main focus of this article is to provide a framework for one-step, real-time, and automatic algorithms for anomaly detection under smooth background. One extension is to generalize SSD for other types of backgrounds like textured backgrounds. To achieve this, one may use other types of basis such as Fourier basis, wavelet basis, and kernel in the SSD model. Another extension is to propose a data-adaptive method to learn the “best” basis to model the anomaly components. Furthermore, the extension of the proposed SSD algorithm to a dynamic setting where a sequence of time-indexed images is analyzed for process monitoring and anomaly detection is an important, yet challenging problem that requires further research.

SUPPLEMENTARY MATERIALS

Appendix: Proofs of all propositions are given in the online supplementary materials.

Source code: The zipped package that contains MATLAB codes and the simulated images are included in the online supplementary materials. (As it is not authorized to share the dataset used in the case study, it cannot be made publicly available).

ACKNOWLEDGMENTS

This work was partially funded by the Strategic University Partnership between Boeing and Georgia Tech. This work was also partially supported by National Science Foundation Grants CMMI-1451088 and CMMI-1362529. We thank Steve Danyuk and Rajaguruprasath Ravendran for providing us the dataset. We also thank the editor, associate editor, and two anonymous referees for their constructive comments and suggestions that have considerably improved the article.

[Received December 2014. Revised September 2015.]

REFERENCES

De Boor, C. (1978), A Practical Guide to Splines (Vol. 27), New York: Springer-Verlag. [102,103]